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Calculation of sample size becomes a challenging task for many of the postgraduate medical 
students. Given the time and resource constraints, it often becomes quite overwhelming for the 
resident doctors to come up with a feasible sample size obtained scientifically and with a statistical 
validity, given that for most medical students, the postgraduate thesis work is the stepping stone to 
the dynamic world of medical research. While some propose very high numbers and end up collecting 
data from a much smaller sample, thus compromising on the study power, some state too small a 
sample size to draw any valid conclusion. This article is meant to serve as a quick guide for the 
postgraduate medical student and budding biomedical researchersto understand ways to calculate 
sample size. 
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 INTRODUCTION_____________________
Ideally, a research study would most appropriately be done 
in the entire population. It is not very difficult to decipher that 
this would not only be time consuming but also will need 
enormous money and manpower. Hence, a representative 
part of the population is taken for a study. This is called a 
sample. Sampling is a procedure by which some members 
of the population are selected as representatives of the entire 
real-world population.1 The study population is the population 
to which the study findings will be inferred. The study 
population depends upon the research question. For an 
example if our research question is,“How many children in 
the age group of 1-5 years are immunized against hepatitis 
B virus in India?”, then our study population will be all children 
in India in the age group of 1-5 years.  If our research 
question is,“How many needle-sticks health care workers 

experience each year in India?”, then our study population 
will be all healthcare workers of India. Sample size 
determination is a critical step in any research. If sample size 
is too small, we cannot extrapolate the results on the study 
population. If sample size is too large, it will lead to wastage 
of resources. Inappropriate sample size calculation leads to 
wrong conclusions. Wasting resources &unnecessarily 
subjecting animals or patients to experimentation is 
unethical. It is imperative to realize that there is no single 
universal formula for sample size formulation. There are 
different formulae for different study designs.2 The purpose 
of this article is to serve as a quick guide and reference for 
the postgraduate medical students regarding estimation of 
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sample size for their graduate dissertation and other 
research studies.  
The important factors affecting sample size are: 

¥ Study design 
¥ Effect size 
¥ Variance 
¥ Level of significance 
¥ Power 
¥ Frequency of events in population 
¥ Dropout rates 
¥ Non compliance 
¥ Confounding factors 

 
"#$%&!%'()*+ !
Cross sectional studies are done to estimate a population 
parameter like prevalence of diseases in a community or 
finding the average value of some quantitative variable in a 
population.3 Sample size formulae for qualitative and 
quantitative variables are different. Case control studies are 
observational epidemiological studies. The objective of these 
studies is to establish the strength of association between a 
risk factor and a disease. For such type of studies, we require 
to consider odds ratio, level of confidence & power to arrive 
at an appropriate sample size.  For randomized controlled 
trial we need to determine the appropriate power, 
significance level, rate of incidence of event of interest in the 
population considered and effect size of the intervention. 
Additionally, the sample size obtained by calculation should 
further be adjusted for other parameters including forecasted 
compliance rates of the participants to the study intervention 
and, less commonly, an unequal allocation ratio between the 
study cohorts.4!
!
,--'.#!()/' !
It is the clinically significant minimum difference expected 
from an intervention.5Suppose a physician wants to evaluate 
a new anti-hypertensive medicine. If he considers a reduction 
of 20 mmHg of systolic blood pressure as clinically 
significant, then the effect size is 20 mmHg. Effect size is 
inversely related to the sample size; if the effect size is less, 
then larger sample size will be required while if the effect size 
is more, then smaller sample size will be required.  
!
012)1+.' !
Sample size will be small, if the target population is 
homogenous. More participants will be required, if the target 
population is heterogeneous. Higher the standard deviation 
(S.D.), larger the required sample size will be.6 
!
3'4'5!6-!()*+)-).1+.' !
Level of significance or alpha error is the false positive rate 
of an experiment.7 In statistical terms, false positive & false 
negative errors are known as alpha & beta errors 
respectively. Sample size will be larger if we require more 
precision. More precision refers to lower magnitude of false 
positive error. Type I or alpha error is rejection of null 
hypothesis when it is actually true. Type II or beta error is 
failure to reject a null hypothesis when it is false.  
!
768'2 !
Power is the probability of finding out the difference between 
the groups when it actually exists.8,9 Power depends on type 
II or beta error. 

Power = 100- beta error 

When the acceptable level of type II error is 5%, then the 
power will be 95%. When the acceptable level of type II error 
is 10%, then the power will be 90%.For making a valid 
conclusion, the level of power should be ≥ 80% 
!
92':$'+.&!6-!'4'+#( !
This can be determined by the prevalence or incidence of a 
particular event.10,11 For example, in India, the prevalence of 
tuberculosis (TB) is much higher as compared to systemic 
lupus erythematosus (SLE). In case an investigator wants to 
evaluate the effect of a new drug on TB, then a small sample 
size will be sufficient. But, if someone wants to understand 
the effect of a new drug on SLE, then a larger sample size 
will be required.   
!
;26<6$#!21#' !
After calculation of sample size using the above parameters, 
the dropout rate of samples must be taken into account. For 
long duration studies, the participants might drop out in the 
middle of the study or might not turn up for follow-up due to 
various reasons.12,13 In animal studies, few animals might die 
in the course of the experiment due to the study itself or 
because of some natural causes. Therefore, the estimated 
dropout rate must be taken into account while estimating the 
sample size. 
!
=6+ >.6?<5)1+.'! !
Non-compliance to treatment by participants will increase the 
variability of outcomes.14 This necessitates the inclusion of 
more participants to arrive at valid conclusions. 
!
@6+-6$+%'2(!
The factors which are associated with both exposures& 
outcomes are known as confounders.15,16For example, if we 
want to study the association between smoking and lung 
cancer, the consumption of coffee might act as confounding 
factor. According to the 10% rule, we should increase the 
sample size by 10% for every known confounder.17 
!
"1?<5'!()/'!.15.$51#)6+!-62! :$1+#)#1#)4'!%1#1!

=!A!B!C2D32 
N = sample size 
σ = known standard deviation of the population mean 
L = allowable error in the sample mean (should not exceed 
10%) 
 
For example, if the mean pulse rate of a population is 
assumed to be 70/minute with a standard deviation of 8 beats 
and we need to calculate the minimum size of the sample to 
verify this, with an allowable error of L= +1 beat at 5% risk, 
then 

N = 4ơ2/ L2= (4 x 8 x 8)/(12) = 256 
If L = + 2 beats with 5% risk, N = (4 x 8 x 8)/(22) = 64  
Hence, if L is less, N will be more. In other words, larger the 
sample size, lesser will be the error. 
!
"1?<5'!()/'!'(#)?1#)6+!-62!:$15)#1#)4'!%1#1 !

=!A!B<:D32!
N = sample size 
p = prevalence based on previous studies 
q = 1 – p 
L= allowable error (percent of prevalence)  
 
The estimated value will be within 95% confidence limits. 
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For example, if the hookworm prevalence rate was 30% 
before a specific treatment and adoption of other measures 
and we need to calculate the size of the sample required to 
find the prevalence rate post-treatment, with an allowable 
error of 10%, then 
 
 L = 10% of p = (30 x 10)/100 =3 
 At 5% risk, N = 4pq/L2 = (4x30x70)/32 =933.3 
(rounded to 933) 
!
,(#)?1#)+*! #E'! %)--'2'+.'! F'#8''+! #86! <6<$51#)6+!
<26<62#)6+(!

=A!GHIJKLM2 N71HI>!71M!O!72HI>!72MPQD%2 

P1and P2 = anticipated population proportions 
d =effect size 
 

                                                       
CONCLUSION_______________________ 
Sample size is neither a magic figure nor a universal number. 
Tables & nomograms are also available for estimating 
sample size. Although useful, they lack flexibility since they 
provide sample size fora fixed level of alpha and beta. The 
most appropriate method is the use of statistical formulae. 
One can do it manually or by using computer software. 
Various free software are available for calculation of sample 
size such as OpenEpi which is supported by Centre for 
Disease Control and Prevention, Atlanta (www.openepi.com) 
and PS: Power and Sample Size Calculation which has been 
developed by the Department of Biostatistics, Vanderbilt 
University 
(http://biostat.mc.vanderbilt.edu/wiki/Main/PowerSampleSiz
e). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Considering sample size calculation for any biomedical 
research study is of utmost importance, this article would 
serve as a quick guide for any medical researcher, especially 
postgraduate medical students, who have just stepped into 
the ever-expanding world of scientific research. 
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